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In this note, we present an updated measurement of the b-hadron lifetimes in the modes
B+ → J/ψK+, B0 → J/ψK∗0 , B0 → J/ψK0

s and Λ0
b → J/ψΛ0, based upon 4.3 fb−1 of luminosity

collected between February 2002 and January 2009. We measure

cτ(B+) = 491.4± 2.6 (stat.) ± 2.6 (syst.) µm,
cτ(B0) = 451.7± 3.0 (stat.) ± 2.5 (syst.) µm,
cτ(Λ0

b) = 460.8± 13.4 (stat.) ± 4.1 (syst.) µm.

This corresponds to

τ(B+) = 1.639± 0.009 (stat.)± 0.009 (syst.) ps,
τ(B0) = 1.507± 0.010 (stat.)± 0.008 (syst.) ps,
τ(Λ0

b) = 1.537± 0.045 (stat.)± 0.014 (syst.) ps.

We also present a measurement of the lifetime ratios

τ(B+)/τ(B0) = 1.088± 0.009 (stat.)± 0.004 (syst.),
τ(Λ0

b)/τ(B
0) = 1.020± 0.030 (stat.)± 0.008 (syst.)
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I. INTRODUCTION

The lifetime of ground state hadrons containing a b quark and lighter quarks is largely determined by the charged
weak decay of the b quark. The spectator model (Fig. 1), which ignores the other quarks in the hadron, predicts
equal lifetimes for B0, B+, and Λ0

b hadrons. In reality, several effects change these lifetimes by up to about 10%.
They include kinematic effects and interactions between the spins of the b quark and the light quark cloud, as well as
spectator effects known as Pauli Interference (Fig. 2), weak scattering, and weak anihiliation (Fig. 3). A theoretical
approach to b hadron observables known as the heavy quark expansion (HQE) organizes these effects into an expansion
in powers of ΛQCD/mb:

Γ =
G2

Fm
5
b

192π3
|Vcb|2 ·

[
A0 +A2

(
ΛQCD

mb

)2

+A3

(
ΛQCD

mb

)3
]
. (1)

In this expansion, kinematic effects enter at second order, while the spectator effects illustrated in Fig. 2 and Fig. 3
enter at third order.
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FIG. 1: Spectator diagrams in b hadron decay. Top: b meson decay. Bottom: b baryon decay.

The lifetime ratio τ(B+)/τ(B0) is predicted[1][2][3][4] to be in the range 1.04-1.08. For the τ(Λ0
b)/τ(B

0) one
encounters a much wider range, from 0.83-0.93, indicating a lack of agreement among theoretical predictions[5].
Experimentally, the measured Λ0

b lifetime has historically been at the lower end of the theoretical range. CDF has
recently produced two high-precision measurements of the Λ0

b lifetime, one using fully reconstructed J/ψΛ0 events
collected with a dimuon trigger[6] and a second using fully reconstructed hadronic decays of Λ0

b collected with high
precision displaced track trigger[7]. Both of these recent measurements have fallen significantly above the world
average.

The world average B+ and B0 lifetimes are dominated by a single experiment, Belle, whose published result [8]
is a combination of many channels including fully reconstructed channels with a J/ψ or with other hadrons, and
semileptonic channels. Those measurements are now limited by systematic uncertainties.

This analysis is a precise measurement of B+, B0, and Λ0
b lifetimes. It updates our previous Λ0

b lifetime measurement
([6]) with 4.3 fb−1 of data, and in addition now provides the world’s best measurement of the B+ and B0 lifetimes,
as well as their ratio. The measurements are performed using b-hadron decays to states containing a J/ψ. Statistical
uncertainties on the B+ and B0 lifetimes are now at the level of about 3 µm. We therefore aim to control tightly
the systematic uncertainties for those channels. The same techniques are then used in the measurement of the Λ0

b
lifetime.
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FIG. 2: The lifetime is defined by all possible decays. The above diagrams show typical Pauli interference (PI) diagrams in b
hadron decay which make different contributions to the hadron lifetimes. Top: b meson decay. Bottom: b baryon decay. In
general, Pauli interference includes all short-distance interactions. The diagrams demonstrate typical contributions mediated
by a charged weak boson. Pauli interference in the B+ meson prolongs the lifetime relative to that of the B0, and increases
the lifetime of the Λ0

b by about 3% with respect to the B0.
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FIG. 3: Typical weak annihilation (WA) diagrams in b meson decay (top) and weak scattering diagrams in baryon decay
(bottom). As in the case of PI diagrams, these are merely examples of a whole class of short distance interactions. These
diagrams do not contribute much to meson lifetimes, but do decrease that of the Λ0

b by about 7%.
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II. ANALYSIS STRATEGY AND TECHNIQUES

The goal of this set of measurements is to measure lifetimes as precisely as possible and in a consistent way across
all of channels considered. We control systematic uncertainties to the level necessitated by the B0 and B+ modes, and
then apply the same methods to the Λ0

b . We use the vertex formed by the two tracks from the J/ψ as an estimate of
the transverse decay length (defined below) so that systematic uncertainties common to the estimate of decay length
cancel to some extent in the ratio of lifetimes.

In this note we use t to denote the reconstructed proper decay time of a single b hadron and τ to denote the mean
life of a species of b hadron. The proper decay length (PDL) of a b hadron is the difference (in ct, where c is the speed
of light) between production and decay in the Lorentz frame of the hadron. Analysis objects used to estimate this
quantity are: tracks (to estimate the b hadron four momentum and the decay point, or secondary vertex) and the
beamline (to estimate the production point, or primary vertex). The transverse decay length Lxy of a single decay is
defined as

Lxy =
V · ~pT

|~pT |
, (2)

where V is the vector pointing from the primary to the secondary vertex position and ~pT is the transverse momentum.
Both V and ~pT are two dimensional vectors, defined in the rφ plane. The proper decay length ct is computed as:

ct =
MLxy

pT
. (3)

A. Track reconstruction and relevant detector and trigger description

The data used in this analysis are selected from the J/ψ dataset, collected by CDF from March 2002 to January
2009. It corresponds to an integrated luminosity of 4.3 fb−1.

Tracks in CDF are reconstructed using a cylindrical drift chamber, the Central Outer Tracker (COT), immersed
in a 1.4 T axial magnetic field, providing up to 96 single position measurements at radii between 40 and 137 cm.
The concentric layers of wires in the COT are segmented radially into eight “superlayers”. Axial superlayers 1, 3,
5, and 7 have wires running parallel to the ẑ direction and stereo superlayers 2, 4, 6, and 8 have wires making an
angle of ± 2◦ with respect to ẑ (CDF uses a coordinate system in which the ẑ axis points parallel to the beam in
the direction taken by the protons, while the x̂ axis points outward from the accelerator ring, and the ŷ axis points
upwards). Tracks having |η| < 1, where η = − ln (tan (θ/2)), θ being the polar angle of the track in the CDF coordinate
system, are accepted by the COT, and their pT is measured with a resolution of σ(pT )/pT ≈ 0.15% pT /(GeV/c).
Precision impact parameter information comes from the Silicon Vertex Detector (SVX), which provides five position
measurements in both rφ and z from 2.5 to 10.6 cm, and from the intermediate silicon layers (ISL), which provides
additional measurements between the SVX and the ISL. J/ψ candidates are selected using muon systems called
the Central Muon Detector (CMU), which covers the region |η| < 0.6, the Central Muon Extension (CMX) which
covers the region from 0.6 < |η| < 1.0, and the Central Muon Upgrade (CMP) which covers approximately the same
pseudorapidity region as the CMU, but which lies behind an additional 60 cm of steel. Hadronic and electromagnetic
calorimetry is not important to this analysis, and will not be described here.

Events containing a J/ψ are first selected with a dimuon trigger which uses information from the COT and the muon
systems. The trigger selection begins with the eXtremely Fast Tracker (XFT, a trigger processor) which uses a coarsly
binned drift time in the COT to find tracks and measure their pT with a resolution of σ(pT )/pT ≈ 2.0% pT /(GeV/c)
for the Level 1 decision. A second trigger processor, the XTRP, extrapolates these tracks to the muon systems and
attempts to associate muon hits to the track. For the J/ψ dataset, we require two XFT tracks of opposite charge, and
two muon hit clusters (stubs) from either the CMU or the CMX system on each track. The matching requirements
in track-stub displacement and angular displacement are adjusted to be efficient for low-pT muons which undergo
multiple-scattering in the calorimeters. Tracks in the CMU system are required to have pT > 1.5 GeV/c, while those
CMX system are required to have pT > 2.0 GeV/c. Opposite-charge and opening-angle cuts are imposed at Level 2.
At Level 3, a full event reconstruction is performed, and a cut on invariant mass of the two muons between 2.7 and
4.0 GeV/c2 is imposed. The two muon tracks are required to have ∆z < 5 cm at the point of closest approach to the
origin.
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Tracks in CDF are reconstructed using a Kalman filtering algorithm that propagates both hit and alignment
information into reconstructed track parameters and their errors; information on energy loss and multiple coloumb
scattering upstream of the COT is properly accounted for in this propagation. The particle mass appropriate to the
particle hypothesis (muon, pion, proton, kaon) is used to compute multiple scattering and energy loss. For daughter
tracks from K0

s and Λ0 only material outside of their decay radius is considered in the track fit. Any hits present on a
K0

s or (Λ0) daughter track closer to the beamspot than the decay radius is dropped from the final track fit. Because
daughter tracks which have incorrect SVX II hits attached may bias the vertex constrained fit for the K0

s (Λ0), we use
COT-only tracks to compute the radius at the intersection point.

The transverse profile of the luminous region inside the CDF detector can be described by Gaussian functions in x
and y. The means of those Gaussians define the beam position. Their width (approximately 30 µm) varies along the
length of the interaction region due to the focusing of the beams. In CDF, the beam position is measured using the
silicon tracking detectors as well as the COT. It is calculated and stored on a run by run basis.

B. Further selection requirements

Further requirements on selected events are imposed in order to reduce the background. To separate muons from a
background of hadron punch-through and decay-in-flight, the χ2 of the position match between track segments in the
CMU and CMX and the extrapolated track is required to be less than 9 in the rφ plane offline, and we require that
pT > 1.5 GeV/c. Since the analysis requires precise vertex information, we select only muons whose corresponding
tracks have 3 or more r − φ hits in the SVX II. There is no additional requirement on the number of COT hits
per segment. The two muons are fit to a common vertex using a kinematic fitter, which returns a χ2 as well as an
estimated vertex position, and refitted, or vertex-constrained tracks. The refitted tracks are used to estimate derived
quantities like pT and reconstructed dimuon mass. We require that prob(χ2) > 0.001, and that the fitted mass be in
the range 3.014 < m(µµ) < 3.174 GeV/c2. The transverse decay distance to the primary vertex, Lxy, and its error,
σxy, are also obtained and are used after all cuts are made to estimate the proper decay time.

To reconstruct K∗0, K0
s and Λ0 in J/ψ events, we fit pairs of oppositely charged tracks to a common vertex. Both

tracks must have at least 5 COT hits in at least 2 axial and 2 stereo superlayers. The daughter tracks should not
be identified as the muon tracks. For K0

s , both tracks are given the pion mass hypothesis. For Λ0, since one of the
daughter tracks should be a proton and the other a pion, we make both hypotheses and accept the one with the mass
closest to the PDG value. For K∗0 one the daughter tracks should be a kaon and the other a pion, we make both
assumptions and accept the one with the mass closest to the PDG value. This procedure incurs a small systematic
uncertainty, discussed in section IV.

For each selected track pair, we obtain its vertex position and vertex constrained invariant mass. K0
s and Λ0

candidates whose transverse decay length (with respect to the J/ψ vertex) are below 0.1 cm are removed; the decay
length significance is required to be greater than 6 for the K0

s and 4 for the Λ0. After the vertex fit, the fitted mass
is then required to be in a mass window; for the K∗0 this window is 0.84 < m(Kπ) < 0.96 GeV/c2 (the lower range
is selected in order to avoid reflections from the φ→ K+K−), while for the K0

s it is 0.473 < m(ππ) < 0.523 GeV/c2

and for the Λ0 it is 1.107 < m(pπ) < 1.125 GeV/c2. We use an active veto to remove cross-contamination between
the K0 and the Λ0. Thus, when we are reconstructing K0

s ’s (Λ0’s), we also try the proton/pion (pion/pion) mass
hypothesis for each track pair. If the mass falls in the range 1.1085 - 1.1235 GeV/c2 (0.48175 - 0.51425 GeV/c2), we
no longer consider this a K0

s (Λ0) candidate.
Next, we reconstruct the modes B+ → J/ψK+, B0 → J/ψK∗0, B0 → J/ψK0

s , and Λ0
b → J/ψΛ0 by performing a

kinematic fit of all b hadron daughter tracks to the appropriate topology (two spatially separated vertices in the case
of Λ0

b → J/ψΛ0 and B0 → J/ψK0
s , one vertex in all other cases). In this fit, a mass constraint is applied to the J/ψ

and pointing constraints are applied to the K0
s and Λ0. Additional cuts requiring consistency with the fit assumptions

(common vertex or vertices, mass and pointing contraints) are then applied.
The cuts on the transverse momenta of B+, B0, Λ0

b , K
+, K0

s , K∗0 , and Λ0, the invariant mass of K0
s , K∗0 , and

Λ0, the vertex probability of B+, B0’s, Λ0
b and the Lxy significance (K0

s and Λ0) were obtained via an optimization
procedure which maximizes the quantity S/

√
S +B over all of the cuts, where S is the number of signal events and

B the number of background events. The signal events were produced with a full simulation which includes trigger
emulation and a complete GEANT representation of CDF. The background events were taken from the sidebands of
the data mass distribution. The sideband regions used in optimization are not part of the data used in the lifetime
fit to avoid any potential bias. In S/

√
S +B, S is always multiplied by the ratio of signal events observed in the data

to that in the Monte Carlo to properly weight the relative signal and background sample sizes in the optimization.
For each mode, the maximum of S/

√
S +B was found simultaneously with respect to all varying quantities. The cut

values not listed above are summarized in the following list:
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• B+ → J/ψK+

– pT (K+) > 2.0 GeV/c

– pT (B+) > 6.2 GeV/c

– prob(χ2)[B+] > 0.001

• B0 → J/ψK∗0

– pT (K∗0 ) > 3.0 GeV/c

– pT (B0) > 6.4 GeV/c

– prob(χ2)[B0] > 0.001

• B0 → J/ψK0
s

– pT (K0
s ) > 1.5 GeV/c

– pT (B0) > 4.0 GeV/c

– Lxy(K0
s ) > 0.1 cm

– |Lxy/σxy|(K0
s ) > 6

– prob(χ2)[B0] > 0.0001

• Λ0
b → J/ψΛ0

– pT (Λ0) > 2.6 GeV/c

– pT (Λ0
b) > 4.0 GeV/c

– Lxy(Λ0) > 0.1 cm

– |Lxy/σxy|(Λ0) > 4

– prob(χ2)[Λ0
b ] > 0.0001

The reconstructed B invariant mass distributions can be seen in the section III. For B+and B0 modes, only
candidates with a reconstructed B mass between 5.17 and 5.39 GeV/c2 are used for the lifetime measurements. For
the Λ0

b mode the mass range is set to 5.43 - 5.83 GeV/c2. The quantity V in equation 2 is estimated from the
the transverse decay length Lxy of the J/ψ with respect to the beam spot. The quantity ~pT is estimated from
refitted tracks constrained by the full kinematic fit to the b hadron. The proper decay time uncertainty σcτ , includes
uncertainties in both the beamspot and the J/ψ vertex. Uncertainties in transverse momentum are negligible, due
to the excellent momentum resolution of the COT. We apply a cut of σct < 100 µm to insure that events used in
lifetime measurement have well-measured proper decay times. The invariant mass distributions for B+, B0(K0∗ and
K0

s modes) and Λ0
b are shown in the Figs. 4, 5, 6 and 7 (first plot). We find the following yield of signal events (to

the closest 10):

• B+: 45000 ± 230

• B0: 16860 ± 140 (K0∗ mode)

• B0: 12070 ± 120 (K0
s mode)

• Λ0: 1710 ± 50

III. THE LIKELIHOOD, PARAMETRIZATION AND FIT METHOD

A. The Likelihood

To extract the signal yields and b-hadron lifetimes, we perform a simultaneous unbinned maximum likelihood
fit to the reconstructed mass m, the reconstructed proper decay time ct, and the reconstructed proper decay time
uncertainty σct. Candidate-by-candidate mass uncertainties σm are also used as input to the fit; their distribution is
observed to be indistinguishable between signal and background, and thus they are given a different (and simpler)
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treatment than the proper decay time uncertainties σct, whose distribution differs markedly for signal events and
background events. In this section we develop a description of the likelihood function used in the fit. This likelihood
function is a sum of two terms (one for signal and one for background), each term being a product of three probability
densities; one for mass, one for proper decay time, and one for proper decay time uncertainty:

L(m, ct, σct|σm) = fs · P s
m(m|σm) · T s

t (ct|σct) · Ss
t (σct) (4)

+ (1− fs) · P b
m(m) · T b

t (ct|σct) · Sb
t (σct).

Here, P s
m(m|σm), T s

t (ct|σct), and Ss
t (σct) are normalized probability densities in mass m, proper decay time ct, and

proper decay time uncertainty σct, for the signal; P b
m(m), T b

t (ct|σct), and Sb
t (σct) are the same probability distributions

for the background, and fs is the fraction of signal events. In the following we describe each component of the likelihood
function in more detail.

B. The mass distribution model

We model the mass distribution of signal events P s
m(m|σm) using the sum of two Gaussians centered on the b

hadron mass m0. Each Gaussian has a width determined by candidate-by-candidate mass uncertainties σm scaled by
a collective scale factor, sm1 for the first Gaussian and sm2 for the second:

P s
m(m|σm) ≡ fm√

2πsm1σm

e−(m−m0)
2/2(sm1σm)2 +

1− fm√
2πsm2σm

e−(m−m0)
2/2(sm2σm)2 (5)

≡ P s
m(m;m0, sm1, fm, sm2|σm).

A fraction fm of the total probability is assigned to the first Gaussian and 1− fm to the second Gaussian. The mass
model for background events is a normalized first-order polynomial:

P b
m(m) ≡ [P0 + P1 · (m−mc)] (6)

≡ P b
m(m;P1),

where P1 is a floating parameter of the fit while P0 is determined by normalization and mc is the center of the mass
range. In table I we summarize the parameters of the mass model.

Name Description Comments
m0 b hadron mass Mass, signal
sm1 Mass Uncertainty Scale Factor Mass, signal
sm2 2nd Mass Uncertainty Scale Factor Mass, signal
fm Relative fraction between the two signal components Mass, signal
P1 Background Slope Mass, background
fs Signal Fraction Mass, Decay time, Decay time uncertainty

TABLE I: Table listing the fit parameters for the mass model

C. The proper decay time uncertainty distribution parameterization

We apply a cut on the proper time uncertainty distribution at σmax
ct =100 µm. We model the proper time uncertainty

distributions using a superposition of normalized components, given by:

S(σct; a, b) =
(σct)ae−(σct)/b

ba+1γ(a+ 1, σmax
ct /b)

. (7)

Here the function

γ(a+ 1, σmax
ct /b) ≡

∫ σmax
ct /b

0

uae−udu = P (a+ 1, σmax
ct /b) · Γ(a+ 1),
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where Γ(a) is a normal gamma function and P (a, x) is an incomplete gamma function. We use two such components
to model the signal, and three to model the background, except in the case of the Λ0

b , where the fraction of one of
third background component floats to zero in the fit, and is therefore removed. A summary of the parameters that
describe the lifetime uncertainty distribution is given in Table II.

Name Description Comments
as
1 a-parameter, signal, first component PDL uncertainty, signal
bs1 b-parameter, signal, first component (cm) PDL uncertainty, signal
as
2 a-parameter, signal, second component PDL uncertainty, signal
bs2 b-parameter, signal, second component (cm) PDL uncertainty, signal
ab
1 a-parameter, background, first component PDL uncertainty, background
bb1 b-parameter, background, first component (cm) PDL uncertainty, background
ab
2 a-parameter, background, second component PDL uncertainty, background
bb2 b-parameter, background, second component (cm) PDL uncertainty, background
ab
3 a-parameter, background, third component PDL uncertainty, background
bb3 b-parameter, background, third component (cm) PDL uncertainty, background
fs
1 fraction of signal in first component PDL uncertainty, signal
fb
1 fraction of background in first component PDL uncertainty, background
fb
2 fraction of remainder (background) second component PDL uncertainty, background

TABLE II: Table listing the fit parameters for proper time uncertainty model. PDL refers to the proper decay length as defined
in Equation( 3).

D. The proper decay time distribution parameterization

1. Signal Events

The distribution of proper decay time for ideal signal events is an exponential distribution with characteristic decay
constant λ. However, neither the primary nor the secondary vertex, which are used to determine the event proper
decay length, are measured with perfect accuracy. Therefore in the observed measurements, the detector resolution
smears the measured vertex point from the true vertex point, and the primary vertex in each event fluctuates within
the envelope of the beam spot. We model the signal events as a decaying exponential convolved with a description
of these resolution effects. Our model for these effects, and how it is determined will be described in the next few
subsections.

2. Background Events

Our model for the background consists of (1) prompt J/ψ events, (2) real and fake J/ψ events from heavy flavor.
The prompt events are taken to have transverse decay length errors that scale in the same way as in signal events, while
other background events are not assumed to scale that way, since the vertices may be fake. The prompt component
constrains therefore the detector resolution, while the remaining events are modeled by a sum of functions described
by

T (ct; τ̄ , st|σct) =
∫

1
τ̄
e−t/τ̄ · 1√

2π · st · σct

e−(ct−cτ)2/2(stσct)
2
d(ct), (8)

the parameters τ̄ and st being the effective lifetime and proper time uncertainty scale factor. In this expression the
parameter τ̄ may be positive, indicating a positive exponential, or negative, indicating a negative exponential. We
use 2 positive exponential components and one negative exponential component. For the all decay modes we use the
following parametrization:

T b
t (ct; st, fg, f++, f−, λ+, λ++, λ−|σct) = fg · R (9)

+ (1− fg) · (f++ · T (ct;λ++st1|σct)
+ (1− f++) · [f− · T (ct;−λ−, st1|σct)
+ (1− f−) · T (ct;λ+, st1|σct) ]) ,
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where R is the resolution function and fg is the prompt fraction of the background; of the remainderf++ is the
fraction which is attributed to a positive exponentially decreasing component described by a lifetime λ++; of the
remainder f− is the fraction associated with a negative exponentially decreasing background with a lifetime of λ−;
and the remainder is associated with an exponentially decreasing background with lifetime λ+. The scale factor st1
is used for all components.

3. The Resolution model and determining its parameters

We base our resolution model on a superposition of three Gaussians; the restriction to models symmetric about t = 0
is motivated by simulation, while the shape and size of the resolution, and the number of components, is determined
from data. The width of each component is determined by candidate-by-candidate proper decay uncertainties σct,
scaled by a collective scale factor, s1 for the first Gaussian, s2 for the second, and s3 for the third. If G(m,w)
represents a Gaussian of width w and mass m, then the resolution model is written as

R = f1 ×G(0, s1σct) + f2 ×G(0, s2σct) + f3 ×G(0, s3σct), (10)

where f1 + f2 + f3 = 1. Five floating components are required to fit this (two fractions and 3 scale factors).
To extract the parameters that determine the shape of the resolution we use the background sample, obtained

from mass sideband regions to simultaneously fit the resolution shape and the other background proper decay time
parameters. The sideband regions for the charged and neutral meson are defined by those where the mass of the
candidate, MB lies between 5.17 < MB < 5.22 GeV/c2 or 5.33 < MB < 5.39 GeV/c2. For the Λ0

b the sideband region
is defined as 5.48 < MB < 5.57 GeV/c2 or 5.67 < MB < 5.76 GeV/c2. We observe that the resolution model is
different for different values of σct. Therefore, we bin the sideband into 3 bins of σct: 0-30 µm, 30-40 µm and 40-100
µm. This splits the data into roughly 3 equal parts. We determine the components of the resolution model separately
in each bin of σct.

4. The Lifetime fit

Using the likelihood function described in this section, we carry out an unbinned maximum likelihood fit to the data
in each of the five channels. The parameters described in this section, in addition to the physics parameter τB , are
allowed to float; we fix, however, the parameters that determine the resolution shape to the values from the sideband
only fit; this procedure has a negligible effect on lifetime estimation, but is helpful in allowing the CPU-intensive
fits to run many thousands of times in the evaluation of systematic uncertainties (see section IV). The full set of
parameters used in the fit are described in the Tables I, II and III.

Name Description Comments
τB b hadron lifetime Proper decay time, signal
λ+ Effective background lifetime, pos. component 1 Proper decay time, background
λ++ Effective background lifetime, pos. component 2 Proper decay time, background
λ− Effective background lifetime, neg. component Proper decay time, background
fp Fraction of background which is prompt Proper decay time, background
f− Fraction of remainder which is in neg. tail Proper decay time, background
f++ Fraction of remainder which is in component 2 Proper decay time, background
st1 Scale factor for the exponential components Proper decay time, background

TABLE III: Table listing the fit parameters for proper decay time model that are used in the fit to all data.

Various projections of the likelihood function are compared with the data in Fig. 4, 5, 6 and 7 . In Fig. 8, 9, 10,and
11, we show the residual and residual significance distributions using the three component resolution model for the
signal and sidebands regions.
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11

]2)[GeV/c* KψMass (J/
5.18 5.2 5.22 5.24 5.26 5.28 5.3 5.32 5.34 5.36 5.38

2
Ev

en
ts

/2
 M

ev
/c

0

500

1000

1500

2000

2500

3000

3500

4000

-1CDF Run II Preliminary 4.3 fb

Data
Data fit 
Sideband region

) [cm]* Kψct (J/
-0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

mµ
Ev

en
ts

/5
0

1

10

210

310

410

Sideband region -1CDF Run II Preliminary 4.3 fb

Data

Fit

) [cm]* Kψct (J/
-0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

mµ
Ev

en
ts

/5
0

1

10

210

310

410

Data
Signal
Bkg
Signal+Bkg 

-1CDF Run II Preliminary 4.3 fb

) [cm]* Kψct uncertainty (J/
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01

mµ
Ev

en
ts

/ 1
 

0

200

400

600

800

1000

1200

1400

1600

1800

2000 Data

Fit

Sideband region -1CDF Run II Preliminary 4.3 fb

) [cm]* Kψct uncertainty (J/
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01

mµ
Ev

en
ts

/ 1
 

0

500

1000

1500

2000

2500

3000

3500

4000

4500 Data
Signal
Bkg
Signal+Bkg 

-1CDF Run II Preliminary 4.3 fb

FIG. 5: B0 → J/ψK0∗.This figure shows the mass, proper decay length, and proper decay length uncertainty, fit projections.
The plots on the left show only the sideband region, the plots on the right show the fit projection over the full mass range used.



12

]2)[GeV/cs
0 KψMass (J/

5.18 5.2 5.22 5.24 5.26 5.28 5.3 5.32 5.34 5.36 5.38

2
Ev

en
ts

/2
 M

ev
/c

0

500

1000

1500

2000

2500

-1CDF Run II Preliminary 4.3 fb

Data
Data fit 
Sideband region

) [cm]s
0 Kψct (J/

-0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

mµ
Ev

en
ts

/5
0

1

10

210

310

410

Sideband region -1CDF Run II Preliminary 4.3 fb

Data

Fit

) [cm]s
0 Kψct (J/

-0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

mµ
Ev

en
ts

/5
0

1

10

210

310

410
Data
Signal
Bkg
Signal+Bkg 

-1CDF Run II Preliminary 4.3 fb

) [cm]s
0 Kψct uncertainty (J/

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01

mµ
Ev

en
ts

/ 1
 

0

100

200

300

400

500

600

700

800
Data

Fit

Sideband region -1CDF Run II Preliminary 4.3 fb

) [cm]s
0 Kψct uncertainty (J/

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01

mµ
Ev

en
ts

/ 1
 

0

200

400

600

800

1000

1200

1400

1600

1800 Data
Signal
Bkg
Signal+Bkg 

-1CDF Run II Preliminary 4.3 fb

FIG. 6: B0 → J/ψK0
s . This figure shows the mass, proper decay length, and proper decay length uncertainty, fit projections.

The plots on the left show only the sideband region, the plots on the right show the fit projection over the full mass range used.



13

]2)[GeV/cΛ ψMass (J/
5.5 5.55 5.6 5.65 5.7 5.75

2
Ev

en
ts

/2
 M

ev
/c

0

100

200

300

400

500

-1CDF Run II Preliminary 4.3 fb

Data
Data fit 
Sideband region

) [cm]Λ ψct (J/
-0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

mµ
Ev

en
ts

/5
0

1

10

210

310

Sideband region -1CDF II Run Preliminary 4.3 fb

Sideband Data

Fit

) [cm]Λ ψct (J/
-0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

mµ
Ev

en
ts

/5
0

1

10

210

310

Data
Signal
Bkg
Signal+Bkg 

-1CDF Run II Preliminary 4.3 fb

) [cm]Λ ψct uncertainty (J/
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01

mµ
Ev

en
ts

/ 1
 

0

50

100

150

200

250 Data

Fit

Sideband region -1CDF Run II Preliminary 4.3 fb

) [cm]Λ ψct uncertainty (J/
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01

mµ
Ev

en
ts

/ 1
 

0

50

100

150

200

250

300

350

400

450 Data
Signal
Bkg
Signal+Bkg 

-1CDF Run II Preliminary 4.3 fb

FIG. 7: Λ0
b → J/ψΛ0.This figure shows the mass, proper decay length, and proper decay length uncertainty, fit projections.

The plots on the left show only the sideband region, the plots on the right show the fit projection over the full mass range used.



14

)[cm]+ Kψct (J/
-0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

Da
ta

-F
it

-400

-300

-200

-100

0

100

200

300

400
)+ KψResiduals (J/ -1CDF Run II Preliminary 4.3 fb

) [cm]+ Kψct (J/
-0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2 0.25 0.3 0.35(D

at
a-

Fi
t)/

Er
ro

r

-6
-4
-2
0
2
4
6

)[cm]+ Kψct (J/
-0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

Da
ta

-F
it

-400

-300

-200

-100

0

100

200

300

400
) : Sideband Region+ KψResiduals (J/ -1CDF Run II Preliminary 4.3 fb

) [cm]+ Kψct (J/
-0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2 0.25 0.3 0.35(D

at
a-

Fi
t)/

Er
ro

r

-6
-4
-2
0
2
4
6
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FIG. 9: B0 → J/ψK∗0 residual for the lifetime projection. Left(right) plots correspond to the signal (sidebands) region
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IV. SOURCES OF SYSTEMATIC UNCERTAINTY

We considered correlated and uncorrelated systematic uncertainties in this analysis. By correlated, we mean that
the uncertainty affects all of the measured lifetimes in an identical way, and therefore results in negligible uncertainty
in the ratio of lifetimes.

The leading source of systematic uncertainty for the lifetime measurements is the silicon detector alignment. This
uncertainty is evaluated in full simulation by moving the silicon layer detectors in and out and bowing them in and
out by the 50 µm uncertainty estimated by the alignment group. This uncertainty will be of similar size and direction
for all modes and it is therefore treated as a correlated uncertainty when combining results and calculating ratios.

The XFT trigger assumes that the tracks come from the center of the beam. This may introduce a bias for triggering
long-lived decays. The trigger bias from the XFT, while expected to be negligible is assessed and treated as correlated.
We tested this by simulating the XFT response in many millions of fully simulated events. No indication of any bias
was found but a small uncertainty is assigned due to the limited statistical precision of the evaluation method.

Another systematic uncertainty that is treated as correlated is the correlation between reconstructed mass and
proper decay length uncertainty which has been ignored in the derivation of the likelihood. This was, however, found
to have a negligible effect on lifetime measurement.

Other systematic uncertainties were determined using a simplified Monte Carlo method where many pseudo-
experiment are generated according to an alternate probability density function (PDF). The parameters for the
alternate PDF were derived from data. These samples are then fitted with the default PDF and the mean shifts
observed on many samples is taken as the systematic uncertainty.

Historically one of the leading sources of uncertainty in a lifetime analysis has been the uncertainty in the resolution
modeling. This analysis has attempted to minimize such sources of uncertainty by a careful modeling of the detector
resolution; the remaining sources of uncertainty due to the determination of the resolution model have been multiply
tested.

Since the resolution is determined from the prompt events, and the shape of those events is sensitive to the
modeling of long-lived (positive and negative) background, uncertainties in the background modeling can affect the
lifetime through the resolution model. We account for that uncertainty by including an extra long-lived component
in the background model. This alternate description produces a substantial change in the fraction of prompt events
(approximately 7%) and has a small but non-neglible effect on the lifetime. Other variations that we tried were
generally not consistent with the data and were ruled out.

Since the proper time scale factors s1, s2, and s3 are each determined in three bins of proper time uncertainty
σct, we consider the binning as an additional source of uncertainty, which we evaluate by using five bins in σct and
quantifying the effect using simplified Monte Carlo.

Other sources of uncertainty relate to the parameterization of the distributions of mass m, proper decay length
uncertainty σct, and proper decay length ct distributions (the latter applying essentially in the modeling of back-
ground). To evaluate uncertainties in the mass model, alternate parameterizations, including a 2nd order polynomial
for background and a single Gaussian to describe signal events, were considered. The background decay length pa-
rameterisation uncertainty is determined by introducing an extra long lived component into the background model;
additionally, we introduced an extra Gaussian component that was not part of the resolution. We varied the σct

distribution by reducing the number of components in signal and background. On its own, this change gave a poor
fit to the data, but simultanously shifting the distribution by replacing σa

ct with (σct− c)a (c a floating constant) gave
a reasonable alternate parameterisation and a small contribution to the overall systematic uncertainty. We also con-
sidered the effect of ignoring any differences between signal and background mass uncertainties by using distributions
determined from data to generate the values of the mass uncertainty in the simplified Monte Carlo, again we obtain
a small contribution to the overall systematic uncertainty.

Two further sources of uncertainty that are specific to particular decays channels are the presence of the Cabibbo
suppressed channel B+ → J/ψπ+ in the charged B decays and the effect of a swapping the kaon and pion hypotheses
in K∗ reconstruction. These were evaluated using the simplified Monte Carlo and make a small contribution to the
overall systematic uncertainty.

The results of the systematic studies are summarized in Table IV where each individual contribution to the lifetime
and the ratio is given along with the total systematic uncertainly assigned. We define the ratios as R+ = τ(B+)

τ(B0 and

RΛ = τ(Λb)
τ(B0) . While the overall systematic uncertainties remain small, the uncertainty on the extracted lifetime values

is dominated by the alignment uncertainty (resolution effects in the case of the Λ0
b). For lifetime ratios, the total

uncertainty has larger contributions from systematic uncertainties due to resolution and mass models.
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J/ψK+ J/ψK∗0 J/ψK0
s J/ψΛ0 R+ RΛ

Alignment 2.0 (µm) 2.0 (µm) 2.0 (µm) 2.0 (µm) - -
Resolution (σcτ binning) 0.61 (µm) 0.17 (µm) 0.76 (µm) 1.00 (µm) 0.0016 0.0023
Resolution (alternate Bkg model) 0.42 (µm) 1.05 (µm) 0.47 (µm) 2.48 (µm) 0.0018 0.0057
Background model (extra gaussian) 0.30 (µm) 0.14 (µm) 0.30 (µm) 1.32 (µm) 0.0007 0.0030
Background model (extra lifetime component) 0.06 (µm) 0.69 (µm) 1.20 (µm) 0.36 (µm) 0.0015 0.0016
Mass model (2nd order pol. for bkg.) 0.30(µm) 0.30(µm) 0.30(µm) 0.30(µm) 0.0003 0.0004
Mass model ( signal model) 0.80(µm) 0.80(µm) 0.80(µm) 0.80(µm) 0.0020 0.0017
PDL uncertainty 0.50 (µm) 0.50 (µm) 0.50(µm) 1.30 (µm) 0.0010 0.0029
Mass uncertainty 0.90 (µm) 0.90 (µm) 0.90(µm) 0.90 (µm) 0.0020 0.0012
Cabibbo suppressed mode in B+ 0.20 (µm) - - - 0.0004 -
Swapped track assignment in B0 - 0.20 (µm) - - - -
Possible Trigger Bias 0.50 (µm) 0.50 (µm) 0.50 (µm) 0.50 (µm) - -
σcτ -m correlation 0.20 (µm) 0.20 (µm) 0.20 (µm) 0.20 (µm) - -
Total - ±2.6 (µm) ±2.8 (µm) ±2.9 (µm) ± 4.1 (µm) 0.0043 0.0079

TABLE IV: Summary of systematic uncertainties applied to the lifetime measurements. In this table, some errors are applied
uniformly to all of the channels, where appropriate, where no difference between modes is expected. PDL refers to proper decay
length. In this table we use the symbols R+ = τB+/τB0 and RΛ = τΛb/τB0 .

V. RESULTS AND CONCLUSION

We have measured the lifetimes of decays of B+ and B0 mesons to a J/ψ and a kaon, and Λ0
b baryon to a J/ψ and

a Λ0 . The resulting b hadron lifetimes are:

cτ(B+ → J/ψK+) = 491.4± 2.6 (stat.)± 2.6 (syst.) µm
cτ(B0 → J/ψK∗0 ) = 450.4± 4.0 (stat.)± 2.8 (syst.) µm
cτ(B0 → J/ψK0

s ) = 453.6± 4.8 (stat.)± 2.9 (syst.) µm
cτ(Λ0

b → J/ψΛ0) = 460.8± 13.4 (stat.)± 4.1 (syst.) µm

We combine the two B0 measurements into a single lifetime measurement performing its weighted mean. The result
is:

cτB0 = 451.7± 3.0(stat.) ± 2.5(syst.)µm
(11)

The corresponding value for the lifetimes in picoseconds is :

τB+ = 1.639± 0.009 (stat.)± 0.009 (syst.) ps
τB0 = 1.507± 0.010 (stat.)± 0.008 (syst.) ps
τΛ0

b
= 1.537± 0.045 (stat.)± 0.014 (syst.) ps

Finally, we calculate the ratio of lifetimes.

τB+/τB0 = 1.088± 0.009 (stat.)± 0.004 (syst.)
τΛ0

b
/τB0 = 1.020± 0.030 (stat.)± 0.008 (syst.)

Figs.12 to 15 show the comparison of this measurement with other recent measurements and PDG values. The
CDF measurements PRL 94 101803 (Acosta(05)) and PRL 98 122001 (CDF II Λ0

b→ J/ψΛ , 1 fb−1) contain data
that have been used in these measurements.
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FIG. 12: A comparison of the B+ lifetime with other recent measurements.
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FIG. 13: A comparison of the B0 lifetime with other recent measurements.
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FIG. 14: A comparison of the ratio τ+/τ− with other recent measurements.
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FIG. 15: A comparison of the Λ0
b lifetime with other recent measurements. For this comparison we choose the world average

value from PDG06, which contains neither the previous CDF measurement (in gray) nor the recent CDF measurement based
on Λ0

b → Λ+
c π

−.
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